ICMCES? UNIVERSIDADE DE SAO PAULO

Instituto de Ciéncias Matematicas e de Computacao
SAO CARLOS

m Departamento de Sistemas de Computacao

Estudo, desenvolvimento e
comparacao de técnicas de deteccao
de Deepfake

Felipe Manfio Barbosa

Sao Carlos - SP



Estudo, desenvolvimento e comparacao de
técnicas de deteccao de Deepfake

Felipe Manfio Barbosa

Orientador: Fernando Santos Osorio

Monografia referente ao projeto de conclusdo de curso
dentro do escopo da disciplina SSC0670 — Projeto de
Formatura | do Departamento de Sistemas de
Computacdo do Instituto de Ciéncias Matematicas e de
Computacdo — ICMC-USP para obtencdo do titulo de

Engenheiro de Computacéo.

Area de Concentrago: Inteligéncia Artificial

USP — Sao Carlos
15 de Julho de 2020






“ O que todos devemos fazer é
nos certificar que estamos
usando a inteligéncia artificial
de uma maneira que beneficie
a humanidade, e ndo que a

i3

deteriore.

(Tim Cook)



Dedicatoria

Dedico este trabalho as memoérias de meu avd, Aldo Luiz Manfio, e minha bisavo,

Luiza Fadoni, exemplos de bondade e dedicacéo a familia.



Agradecimentos

Agradeco primeiramente a meus pais, Franciane e Gilson, aos quais serei eternamente
grato por tudo o que fizeram e que fazem por mim, por todo o incentivo e suporte, pela ajuda
em superar as dificuldades e por compartilhar as vitérias e os momentos de felicidade. Sem

eles nada disso teria sido possivel.

Agradeco também a todos os professores que me guiaram nessa jornada, desde 0s
niveis mais béasicos, e fundamentais, de minha educacéo, até o nivel em que me encontro hoje.
Em especial, agradeco a meu orientador, Fernando Santos Osoério, que me orientou em
praticamente tudo o que fiz na graduacdo, desde iniciacdes cientificas até o presente projeto.
Eles sdo a maior fonte de inspiracdo para meu desejo de continuar trilhando um caminho na

ciéncia.

Finalmente, agradeco a meus amigos, em especial ao Jodo, Leonardo, Vinicius,
Thales, Hiago e Victor, que tornaram mais faceis e agradaveis a vida longe de casa e as

dificuldades da graduacéo.



Resumo

Os atuais avancos na area da Inteligéncia Atrtificial (1A), em especial os relacionados
ao Aprendizado de MAaquina e as Redes Neurais Artificiais (RNA), tém permitido a
proposicdo de metodos cada vez mais versateis e poderosos e também ampliado seu alcance
para com a comunidade em geral, dado que o uso de tal tecnologia é hoje facilitado; um
exemplo disso sdo os atuais aplicativos mobile baseados em aprendizado de maquina. Se tais
métodos, porém, forem aplicados de forma mal-intencionada, diferentes esferas da sociedade
podem sofrer graves consequéncias. Um exemplo de aplicagdo prejudicial sdo as
denominadas Deepfakes. Combinacdo dos termos Deep (de DeepLearning) e Fake (falso),
consiste na manipulacdo, por meio de algoritmos de aprendizado de maquina, de imagens ou
videos com o fim de alterar as identidades ou a¢Ges das pessoas presentes nos mesmos. Este
fendmeno motivou intensas pesquisas para a proposicdo de métodos que fossem capazes de
detectar tais falsificacbes. Detectores baseados inicialmente na extragdo e analise “manual” de
caracteristicas estatisticas e visuais de imagens e videos tiveram que ser aprimorados para
acompanhar o avango na qualidade das manipulacGes. Passou-se, entdo, a utilizar arquiteturas
de redes neurais para extracdo e analise automatizadas de caracteristicas distintivas para a
deteccdo de falsificacBes em imagens e videos. Outro resultado deste cenario é um intenso
esforco de instituicBes publicas e privadas no sentido de incentivar a discussao a respeito do
tema e a busca de novas solucdes ao problema. Um exemplo disso é o DeepFake Detection
Challenge (DFDC), competicdo criada pela unido de empresas como AWS, Facebook e
Microsoft visando incentivar o estudo, desenvolvimento e a discusséo a respeito de métodos
de deteccdo por parte da comunidade. Neste trabalho, é realizado um estudo das técnicas de
falsificacdo atualmente utilizadas, assim como o estudo e implementacdo das estratégias de
deteccdo consideradas estado da arte em classificagdo de manipulacBes faciais. E utilizada
uma base de dados criada pela uniédo de diferentes bases de dominio publico, constituidas por
imagens e videos. O objetivo aqui é cobrir 0 nimero mais amplo possivel de métodos de
manipulacdo e niveis de compressdao, dado que imagens e videos passam por esse processo
guando disseminadas em redes sociais. Avalia-se, entdo o desempenho dos modelos com base
em seu numero de parametros e métricas de treinamento, sendo os com melhores resultados

reunidos em sistema de classificagdo multipla, buscando melhorar o desempenho geral de

\'



deteccdo. O sistema resultante €, entdo, comparado aos resultados individuais dos modelos,
assim como a referéncias de desempenho atuais na area. Por fim, sdo apresentadas

possibilidades de extensdes ao presente projeto e perspectivas a respeito do futuro da pesquisa
na area.
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CAPITULO 1: INTRODUCAO

1.1. Contextualizacao e Motivacgao

A popularizacdo de smartphones e o crescimento das redes sociais tornaram a
producdo e divulgacdo de imagens e videos algo comum atualmente. De acordo com
AFCHAR et al. (2018), ha quase dois bilhdes de uploads de fotos na internet e séo
assistidos mais de 100 milhdes de horas de conteudos em video em redes sociais todos 0s
dias. Muitas dessas fotos e videos retratam personalidades conhecidas, como celebridades
e lideres politicos. Como mencionado por FRITH (2009), as faces tém papel central na
interacdo humana, j& que podem agregar significado ao que € dito, enfatizando uma
mensagem, ou mesmo significar uma mensagem por si s0. Dessa forma, faces de pessoas
com grande poder de influéncia, como é o caso das celebridades e lideres anteriormente
mencionados, carregam ainda mais poder. Sendo assim, a manipulacdo de faces em
imagens e videos (ou mesmo de seus audios) compartilhados na internet, principalmente

em canais de grande alcance como as redes sociais, pode ter grande impacto na sociedade.

Paralelamente ao aumento da circulacdo de imagens e videos, ferramentas de
edicdo se tornaram igualmente disponiveis. Sdo bastante difundidas hoje ferramentas como
0 Photoshop, MovieMaker, GIMP e Inkscape — as Ultimas ferramentas livres. Essas,
porém, sdo ferramentas de edicdo genéricas, que permitem manipular ndo so6 atributos das
pessoas presentes em uma cena, mas também aqueles referentes a iluminagdo e objetos
componentes da mesma. Além disso, a criacdo de manipulacdes de alta qualidade exige
conhecimento especializado e experiéncia. Por outro lado, foram criadas também
ferramentas automatizadas de edicdo, estas especializadas em um tipo de manipulacéo e
gue exigem menor grau de experiéncia para uso. Aqui podem ser citadas as ferramentas
FaceSwap (KOWALSKI, 2018) e Face2Face (THIES; ZOLLHOFER; NIERNER, 2016),
utilizadas para manipulagdes em faces e baseadas em métodos de computacao grafica para

extracao de caracteristicas e sintetizacao dos resultados.

Em 2017, porém, o poder das redes neurais, mais especificamente as Redes
Convolucionais (CNN, do inglés Convolutional Neural Networks), foi utilizado para tal
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fim quando um usuério do Reddit com o nome “deepfakes” afirmou ter desenvolvido um
algoritmo de aprendizado de maquina para substituir rostos de celebridades em filmes
pornograficos (TOLOSANA et al., 2016). Desde entdo, houve um crescimento acelerado
no desenvolvimento de métodos de geracdo de falsificagdes, com melhorias na estrutura
dos modelos, qualidade dos resultados finais e na facilidade de uso. Um passo importante
nesse sentido foi dado com o uso das Redes Generativas Adversarias (GANs, do inglés
Generative Adversarial Networks) (GOODFELLOW et al.,, 2014). Desse modo, as
habilidades de edicdo anteriormente exigidas ndo sdo mais necessarias e um USUArio
“comum” da internet pode gerar suas proprias falsificagdes sem muito esforgo. A
facilidade de uso e o fato de estarem disponiveis publicamente — codigo aberto - aumenta
ainda mais sua difusdo - os aplicativos FaceApp (FaceApp, 2017) e ZAO (LOUBAK,
2019), baseados na técnica de manipulacdo por meio de redes neurais e que viralizaram
nos ultimos anos, sdo exemplos do alcance das deepfakes mesmo na plataforma mobile,

que tem menor poder de processamento.

Como resultado disso, a area de pesquisa conhecida como Multimidia Forense,
tradicionalmente dedicada a deteccdo de manipulacdes gerais em imagens e videos, como
adicdo ou subtracdo de regides e duplicacdo de frames, passou a dedicar esforgos para
detectar manipulacdes faciais. Métodos incialmente baseados em padrGes e analises
estatisticas das imagens tornaram-se cada vez menos eficientes a medida que a qualidade
das falsificacBes era aprimorada. Desta forma, passou-se a utilizar o poder das redes
neurais como contramedida as suas equivalentes maliciosas, criando redes neurais que
detectam fakes criados por outras redes neurais. Foram entdo propostos diversos modelos
de detectores, com variadas premissas e arquiteturas, e com enfoques gerais ou em tipos
especificos de manipulacBes. Estes métodos baseiam-se, contudo, no paradigma de
aprendizado supervisionado, no qual é necessario um montante significativo de dados para
treinamento dos modelos. Desta forma, além da proposicdo de novos métodos, foram
propostas também novas bases de dados, assim como referéncias de desempenho

(FaceForensics Benchmark, 2020) para os estudos e desenvolvimento subsequente na area.

Observa-se paralelamente um forte incentivo de combate aos “fakes” também por

parte de empresas privadas, principalmente do ramo da tecnologia e, mais especificamente,



aquelas relacionadas a midias sociais, como é o caso do Facebook. Por meio de desafios e
competicdes, estas estimulam a discusséo e geracdo de material a respeito do tema. Neste
sentido, foi promovido recentemente o DeepFake Detection Challenge (FACEBOOK,
2019) (DOLHANSKY et al., 2019). Este consistia de um desafio de programacédo, no
Kaggle (KAGGLE, 2019), com prémios em dinheiro para as solugbes com melhores
resultados para a métrica definida, e que propunha uma nova base de dados para
treinamento e validacdo dos modelos. Finalizada a competicao, seus resultados podem ser

considerados como um novo marco de desempenho para futuras pesquisas.

Considerando ainda o contexto das redes sociais, um fator que pode degradar a
acurécia na predigdo é o nivel de compressdo das imagens e videos, ja que estes passam
por variados tipos de compressdo quando submetidas as redes sociais. Quanto maior o
nivel de compressdo, mais dificil se torna a deteccdo dos artefatos deixados pelas
manipulacdes. De mesmo modo, altos niveis de compressdo podem introduzir artefatos que
dificultem a classificacdo (NGUYEN et al., 2019) (ROSSLER et al., 2019).

Sendo assim, este trabalho visa ao estudo da bibliografia atual sobre o tema, tanto
relacionada a geracdo, quanto a deteccao de falsificacbes em faces presentes em imagens e
videos. No tocante a deteccdo de falsificacOes, serdo estudados e implementados os
métodos atualmente considerados o estado da arte na area. Para treinamento dos modelos,
sera utilizada uma base de dados prdpria, criada pela unido de diferentes bases de dados
atuais, de modo a garantir variedade de niveis de compressdo e métodos de manipulacéo.
Tais métodos serdo entdo comparados segundo métricas como nivel de acuracia, valor de
perda e numero de parametros. Agqueles com o melhor desempenho seréo utilizados para a
criagdo de um sistema de classificacdo multipla, método final de deteccdo. Avalia-se,
entdo, o desempenho do método proposto frente aos desempenhos individuais dos modelos

gue o compdem e frente as principais referéncias na area.
1.2. Objetivos

Este trabalho tem por objetivos realizar um estudo da literatura a respeito do tema
da geracdo e deteccdo de manipulacOes faciais em imagens e videos, implementando os

detectores estudados na linguagem Tensorflow, de modo a disponibiliza-los publicamente.
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Busca-se propor um detector de falsificagdes baseado na unido de um conjunto de
modelos, a fim de agregar diferentes tipos de abordagens e alcancar melhor desempenho de
deteccdo que aquele obtido pelos modelos individualmente - e que seja equiparavel as

referéncias atuais na area.
1.3. Organizacao do Trabalho

No Capitulo 2 sdo apresentados os conceitos base sobre os quais o projeto foi
desenvolvido, bem como exemplos de trabalhos da literatura relacionada aos mesmos. A
sequir, no Capitulo 3, sdo descritas as atividades realizadas durante o projeto. Séo
apresentados e analisados os resultados obtidos por meio da metodologia empregada, com
gréficos, tabelas referentes aos métodos implementados. E realizada ainda uma discussao a
respeito das principais dificuldades e limitagcdes do projeto. Finalmente, no Capitulo 5, sdo
compiladas as principais contribuicdes do projeto, sdo apresentadas as conclusdes e séo

feitas consideracdes a respeito de trabalhos futuros e perspectivas de pesquisas na area.



CAPITULO 2: REVISAO BIBLIOGRAFICA

2.1. Consideracdes Iniciais

Nesta secdo sdo apresentados os principais conceitos, métodos, modelos, métricas e
ferramentas utilizados no projeto e presentes nos principais trabalhos da literatura
relacionada a deteccdo de falsificacdes em imagens e videos.

Inicialmente, é apresentada a teoria que fundamenta a geracdo das atuais deepfakes,
sendo abordados: redes neurais artificiais, aprendizado profundo (deep learning),
abordagens de aprendizado, redes neurais convolucionais e redes generativas adversarias.
Posteriormente, aborda-se a geracdo de imagens e videos adulterados, apresentando os
diferentes tipos de manipulacdo e os principais métodos, desde os iniciais até os mais
atuais, utilizados para este fim. Sdo discutidos os métodos e modelos considerados estado
da arte em detecgédo e classificacdo de falsificagdes, assim como as principais bases de
dados e referéncias de desempenho utilizadas na area. Finalmente, sdo apresentadas as

métricas empregadas na analise dos resultados obtidos no presente projeto.
2.2. Redes Neurais Artificiais

Fazendo parte do paradigma de aprendizado conexionista, as redes neurais
artificiais, de acordo com MONARD et al. (1999), sdo construcbes mate-maticas
simplificadas inspiradas no modelo bioldgico do sistema nervoso (Figura 1), ana-logia que
tém levado muitos pesquisadores a acreditar que as Redes Neurais possuem um grande
potencial na resolucdo de problemas que requerem intenso processamento sensorial

humano, tal como reconhecimento de voz e visao — escopo principal deste trabalho.

Sua unidade bésica de funcionamento é o neuronio artificial (Figura 1), que aplica
uma determinada fungdo — chamada funcdo de ativagdo, ou f(x) na Figura 1 - & soma
ponderada de suas entradas (3.), acrescidas ou ndo por um termo denominado bias (0).
Uma representacdo simplificada de um neurdnio € exibida na Figura 1. Tais unidades s&o,

por sua vez, organizadas em camadas, que sdo progressivamente “empilhadas”,



interconectando as diversas unidades, derivando desta caracteristica 0 nome conexionismo
(Figura 2).

Corpo celular

Terminagbes do axonio

Figura 1 - Representacdo de uma célula de neurdnio biol6gico e de um neurdnio utilizado em

redes neurais, em analogia ao biol6gico. Fonte: <https://bit.ly/3ezdc9y>.

hidden layers

output layer

input layer

Figura 2 - Estrutura simplificada de uma rede neural. Fonte: <https://bit.ly/3fwbhns>.

Seu objetivo principal é aprender o mapeamento entre uma determinada entrada e
sua saida correspondente. O processo pode ser descrito como: uma determinada entrada,
com formato a depender do dominio de aplicacdo (imagem, texto), é fornecida a rede pela
camada de entrada; esta estrada € processada pelos neurbnios das consecutivas camadas
constituintes da rede num processo denominado forward propagation, gerando uma saida;
ocorre 0 contraste entre a saida fornecida e a esperada de acordo com alguma métrica,
resultando um valor denominado perda (do inglés, loss); 0s pesos das conexdes da rede sao
entdo atualizados, com base no valor de perda (“erro”) e segundo uma funcdo denominada
otimizador, por meio de um processo denominado backpropagation; uma nova entrada €

entdo fornecida a rede e repete-se 0 processo.



O processo descrito se repete até que um nimero maximo de iteracGes seja
atingido, ou até que algum critério previamente estabelecido seja atingido pela saida da
rede. O conhecimento adquirido, ou seja, 0 mapeamento entre entrada e saida, é
armazenado na forma dos pesos das ligacGes na estrutura interna da rede, resultantes do
processo de treinamento. Cabe observar que o ciclo de processamento descrito diz respeito
ao paradigma de aprendizado supervisionado, no qual é fornecido ao algoritmo de
aprendizado, ou indutor, um conjunto de exemplos de treinamento para os quais o rotulo da
classe associada é conhecido (MONARD; BARANAUSKAS, 1999).

2.2.1. Aprendizado Profundo (Deep Learning)

Redes Neurais com poucas camadas escondidas (hidden layers) sdo conhecidas
como Redes Rasas, ou shallow networks. A medida em que mais camadas s&o adicionadas,
a rede se torna gradualmente mais profunda, sendo entdo denominada Rede Profunda.
Tarefas de aprendizado baseadas em modelos de redes profundas se enquadram, portanto,

na abordagem de Aprendizado Profundo.

O aumento na profundidade da arquitetura utilizada traz também novos beneficios e
preocupacOes. Por um lado, modelos profundos de redes neurais tém a capacidade de
mapear funcBes mais complexas enquanto, por outro lado, hd maiores chances de
ocorréncia dos fendmenos de overfitting e vanishing gradient, além de geralmente ocupar
mais espaco de armazenamento e exigir maior tempo de treinamento, devido ao seu maior

numero de parametros.

2.2.1.1. Overfitting

Ao induzir conhecimentos, a partir dos exemplos disponiveis, é possivel que a
hipdtese seja muito especifica para o conjunto de treinamento utilizado. Como o conjunto
de treinamento é apenas uma amostra de todos 0s exemplos do dominio, é possivel induzir
hipbteses que melhorem seu desempenho no conjunto de treinamento, enquanto pioram o
desempenho em exemplos diferentes daqueles pertencentes ao conjunto de treinamento.

Nesta situacdo, o erro em um conjunto de teste independente evidencia um desempenho



ruim da hipotese. Neste caso, diz-se que a hipdtese se ajusta em excesso ao conjunto de
treinamento ou que houve um overfitting (MONARD; BARANAUSKAS, 1999).

2.2.1.2. Vanishing Gradient

De acordo com HE et al. (2016) redes neurais profundas naturalmente integram
caracteristicas de baixo, médio e alto niveis, e esses niveis podem ser ainda mais
enriquecidos conforme mais camadas “empilhamos” em nosso modelo. Dessa forma, ¢
natural esperar que quanto mais profunda a rede, melhor seu desempenho. Essa concepcao,
contudo, é barrada pelo problema do vanishing gradient. Este fendmeno dificulta a
convergéncia de modelos profundos pois, a medida em que sua profundidade aumenta, a
atualizacdo dos pesos € dificultada. 1sso pode ser explicado pelo fato de as atualizacGes
envolverem o célculo de gradientes, que implicam em multiplicacdes. O fenémeno descrito
ocorre quando os termos envolvidos em tais multiplicacbes se tornam tdo pequenos,

tendendo a 0, que a atualizacdo do modelo é dificultada, portando ndo convergindo.
2.2.2. Redes Neurais Convolucionais

Redes neurais convolucionais (RNCs ou CNNs) sdo uma classe de redes neurais
profundas comumente utilizada em aplicacdes de analise de imagens e que representaram

um grande avango no processo de extracao e reconhecimento de padroes.

Inicialmente, o processo de extracdo de caracteristicas em dados de imagens era
realizado de forma manual, passando posteriormente por uma etapa de classificacdo por
meio de algoritmo especifico. Com a adogdo das CNNs, tais caracteristicas sdo
automaticamente extraidas por meio do aprendizado neural, a partir de exemplos de

treinamento - paradigma de aprendizado supervisionado, ja descrito.

O uso de CNNs é especialmente poderoso quando aplicado em tarefas de
reconhecimento de padrdes em imagens, sendo seu pilar de funcionamento a operacgdo de

convolugdo, descrita a segulir.



2.2.2.1. A Operagdo de Convolugdo

A operacdo de convolugdo captura a natureza 2D de uma imagem, usando 0sS
chamados kernels de convolucdo para varrer a mesma. A varredura (escaneamento) €
realizada deslocando o kernel, ou filtro, por toda a imagem. Realiza-se, a cada passo de
deslocamento, também denominado stride, a multiplicacdo dos pesos do kernel pelos
valores presentes nos canais de uma dada sub-regido da imagem. Posteriormente, somam-
se os resultados destas multiplicagfes. Neste processo sdo gerados os chamados mapas de
caracteristicas, descricdes sumarizadas da imagem. Cada filtro de convolugdo gera um

mapa de caracteristicas. O procedimento descrito € ilustrado na Figura 3.

Mapa de Caracteristicas
3 Filtro (kernel)
Imagem

Figura 3 - Operacéo de convolucdo em imagens. Fonte: autoria propria.

Os filtros de convolucédo séo adaptados por aprendizado e organizados em camadas
de convolucdo, de modo que o numero de filtros de cada camada é igual ao nimero de
mapas de caracteristicas retornados pela mesma. As camadas iniciais da rede aprendem
conceitos gerais a qualquer tipo de dominio de imagens, como retas, curvas, cantos e
bordas. As camadas seguintes, por sua vez, combinam o que foi aprendido (mapas de
caracteristicas) nas camadas anteriores em conceitos e estruturas mais complexas, e assim

sucessivamente. Assim, a medida que nos aprofundamos na estrutura da rede, a informagéo



principalmente estrutural das primeiras camadas se torna progressivamente informacéo

semantica do dominio (Figura 4).

> "Woman"

Hidden Layer 1 Hidden Layer 2 Hidden Layer 3

Figura 4 - Processamento de uma imagem através de uma CNN. Adaptado de:
<https://bit.ly/38TIcjf>.

Uma variante da convolucdo padréo anteriormente descrita é a convolugdo 3D. Esta
¢ agora composta por filtros com trés dimensdes. Desta forma, no processo de varredura da
imagem, as multiplicagdes séo realizadas considerando agora kernels que sdo volumes (trés
dimensGes), aplicados também a volumes (canais das imagens). Esta difere da convolucéo
2D aplicada a mdaltiplos frames pois, diferentemente desta, a saida é também um mapa de
caracteristicas com volume (Figura 5). Esta caracteristica auxilia no aprendizado de
relagOes espaco-temporais entre as entradas fornecidas ao modelo, conforme demonstrado
por (TRAN et al., 2015).

0 s

H —> K — kl:l ! —
k H l;lx H gL
output output k

w L L output

w w
(a) 20 convolution (b) 2D convolution on multiple frames (€) 3D convolution

Figura 5 — Convolucéo 2D (a) conforme ilustrado na Figura 3, convolucéo 2D aplicada a
multiplos canais (b) e convolugdo 3D (c). Fonte: (TRAN et al., 2015).
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2.2.2.2. A Operagdo de Subamostragem

A operacdo de subamostragem (pooling ou subsampling) consiste na reducédo
dimensional de um dado mapa de caracteristicas, preservando apenas a informagdo mais
relevante. Pode ser realizada principalmente por dois métodos, a saber: Max Pooling e

Average Pooling.

No método denominado Max Pooling, é mantido apenas o valor maximo de uma
dada sub-regido do mapa, enquanto no método Average Pooling é calculada a média dos
elementos da mesma (Figura 6).

413 1 5 413 1 5
1 3 4 8 1 3 4 8
4 5 4 3 4 5 4 3
6 5|9 4 65 9 4

\ \

‘ 4 8 28 45
6 9 53 5.0

Figura 6 — Subamostragem por Max Pooling e Average Pooling, considerando um filtro de
tamanho 2x2 e sem intersec¢des. Adaptado de: <https://bit.ly/3esZNQ3>.

A operacdo de subamostragem tem fundamental importancia para as CNNs pois as
convolugdes introduzem muitos pardmetros na rede e se as dimensdes fossem mantidas
durante todo o processamento da rede, este processamento seria extremamente custoso
computacionalmente. Desta forma, a amostragem, mantendo apenas caracteristicas

relevantes torna o treinamento deste tipo de rede praticavel.

A adocgdo das CNNs cresceu de forma exponencial recentemente gracas a grande
disponibilidade de bases de dados rotulados para treinamento e validacdo, e também,
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devido aos avangos no processamento paralelo e por meio de GPUs, que aumentou
grandemente as capacidades de aprendizado e inferéncia. Modelos considerados marcos
em tarefas de classificagdo (CHOLLET, 2017), deteccdo (REDMON et al.,, 2016),
segmentacdo (BADRINARAYANAN; KENDALL; CIPOLLA, 2017) e reconstrucéo

(ISOLA et al., 2017) sdo baseados em redes convolucionais.
2.2.3. Redes Neurais Residuais

Propostas como uma forma de solucdo ao problema do vanishing gradient (secao
2.2.1.2) as redes neurais residuais apresentam como principal inovacao os blocos residuais
(Figura 7). S&o compostas por um ramo direto e um ramo paralelo que funciona como uma
espécie de passagem direta da entrada do bloco para a saida. Essa informacdo é adicionada
ao resultado do processamento pelo ramo principal, passando entdo por uma funcdo de

ativacdo e sendo propagada pelo restante da rede.

weight layer

Fix) x
identity
Fix)+x @

Figura 7 - Bloco residual. Fonte: (HE et al., 2016).

Como pode ser observado na Figura 7, a conexao residual implementa a funcédo de
identidade, sem a adigdo de pardmetros nem de complexidade computacional. O
mapeamento da identidade permite que um dado bloco opte por manter a conexdo residual
ou descarta-la - caso seu desempenho ja seja Otimo considerando a tarefa sendo
desenvolvida. Isso minimiza o fenébmeno do vanishing gradient no sentido em que as
conexdes residuais permitem o fluxo do gradiente das camadas mais profundas até as mais

rasas da rede.

Em HE et al. (2016), é demonstrada a efetividade do metodo por meio da
comparacdo de estruturas de redes rasas e suas correspondentes profundas em diferentes

bases de dados.
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2.2.4. Redes Neurais Recorrentes

O funcionamento padrdo de Redes Neurais envolve o processamento de entradas de
maneira sequencial, contudo sem capturar a relacdo de dependéncia entre as mesmas — a
sequéncia dos frames de um video, por exemplo. As redes neurais recorrentes surgem

como uma alternativa de solugéo para tal situacdo, capturando aspectos temporais.

Em Redes Neurais Recorrentes, a saida gerada é funcdo ndo apenas da entrada
fornecida, mas também de um estado interno que armazena informacdo a respeito de
entradas anteriores. Sendo assim, é armazenada também informacdo referente a contexto,
baseado em entradas/saidas anteriores (VENKATACHALAM, 2019). Em resumo, redes
neurais recorrentes podem ser pensadas como possuindo lacos de repeticao, que permitem
que a informacdo de passos anteriores persista. Alternativamente, tal estrutura de repeticédo
pode ser pensada como mdaltiplas copias da mesma rede, cada uma passando uma
mensagem para seu sucessor (OLAH, 2015). A Figura 8 ilustra as ideias anteriormente

apresentadas, sendo x a entrada, A o estado interno e h a saida da rede em uma determinada

Pt T s

A Sl s S

Figura 8 - Redes Neurais Recorrentes podem ser pensadas como Redes Neurais com um lago

iteracao.

de repeticdo ou como copias interligadas da mesma rede. Fonte: (OLAH, 2015).

Nesta estrutura uma mesma entrada pode gerar diferentes saidas, a depender de
entradas anteriores na série de dados. Esta estrutura revela que este tipo de rede esta
intimamente ligado ao processamento de sequéncias e listas. Um exemplo pode ser dado
considerando os frames de um video, que preservam relacdo temporal/espacial uns com os

outros.

13



Os principais avangos relacionados a Redes Neurais Recorrentes sdo, contudo,
devidos a um tipo especifico de arquitetura, as LSTM (do inglés, Long Short Term
Memory) (HOCHREITER, 1997) — atualmente tem-se ainda uma variacdo da mesma,
chamada GRU (do inglés, Gated Recurrent Unit) (CHO et al., 2014).

2.2.5. Redes Generativas Adversarias

Redes Generativas Adversarias (GANs, do inglés Generative Adversarial
Networks) (GOODFELLOW et al., 2014) sdo uma classe de redes neurais profundas
convolucionais utilizadas para tarefas de tradugéo de imagens (ISOLA et al., 2017) (ZHU

et al., 2017). S&o basicamente compostas por duas sub redes, o Gerador e o Discriminador.

No processamento padrdo em uma GAN, sdo fornecidos pares entrada/saida
esperada para o modelo gerador. Este realiza o processamento da entrada de modo a gerar
uma traducdo da mesma para um outro dominio. O discriminador, por sua vez, tendo
acesso ao par saida gerador/saida esperada, busca classificar as mesmas como reais ou
falsas (sintetizadas). O erro de classificacdo, juntamente com uma medida do erro entre a
sintetizacdo e a saida esperada (erro de reconstrucdo) sdo combinados em uma medida
conhecida como “perda adversaria”. Esta, finalmente, € utilizada no passo da retro
propagacdo em ambos os modelos, ou seja, na atualizacdo dos pesos. O processo continua
até que um valor suficientemente pequeno de erro ou do valor de perda seja atingido. A

Figura 9 exemplifica o processo descrito.
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Figura 9 - Arquitetura simplificada de uma GAN. Fonte: <https://bit.ly/3060ugg>.
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Resumindo, durante o treinamento, o0 modelo gerador progressivamente sintetiza
traducBes mais fiéis ao resultado esperado, enquanto o discriminador se especializa em
identificar cada vez melhor tais falsificacbes. O aprendizado neural tem fim quando o
gerador fornece sintetizagdes de qualidade boa o suficiente para “enganar” o

discriminador.
2.2.6. Transferéncia de Aprendizado

Em situacbes em que ndo ha a possibilidade de treinar um modelo totalmente
“do zero”, seja por falta de dados suficientes, ou pela complexidade
temporal/computacional exigida, € possivel utilizar a prética conhecida como transferéncia

de aprendizado (do inglés, transfer learning).

Esta técnica permite que o conhecimento adquirido pelo modelo em uma dada
tarefa possa ser utilizado em outro dominio. Por exemplo, pode-se utilizar um modelo
treinado em uma base de dados como a ImageNet (DENG et al., 2009) e adequar o0 modelo
a uma nova tarefa, digamos, distinguir entre rostos reais e rostos manipulados. Geralmente,
o0 treinamento inicial, também chamado de pré-treinamento, € realizado considerando uma

base de dados menor que a base de dados da tarefa em questéo.

A calibragdo do modelo, ou fine-tuning, ocorre geralmente em duas etapas:
calibracdo das camadas de classificacdo e re-treinamento do modelo. Na calibracdo das
camadas de classificacdo, as camadas iniciais do modelo sdo mantidas inalteradas,
enquanto o bloco de classificagcdo tem seus pesos atualizados. Utiliza-se esta abordagem
pois, como mencionado na se¢do 2.2.2.1, as camadas inicias correspondem a caracteristicas
comuns a qualquer tipo de imagem, de modo que podemos manté-las inalteradas em um
primeiro momento e apenas treinar a parte da rede que tenha sofrido alteracéo estrutural —
considerando o exemplo anterior, como a rede treinada no ImageNet distinguia 1000
classes e agora o faz para apenas duas, sua camada final de classificacdo deve ser

modificada e calibrada para se adequar ao novo dominio.
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Calibradas as camadas do topo do modelo, ele € entdo treinado como um todo, seja
tornando todos os niveis da estrutura treindveis ou ainda preservando alguns dos iniciais
(MARTIN, 2019).

2.2.7. Sistema de Classificacdo Multiplo (Ensemble)

Um classificador do tipo ensemble, também chamado de sistema de classificadores
maultiplo, consiste em um conjunto de classificadores treinados individualmente, sendo
suas saidas combinadas de alguma maneira para gerar a resposta final do sistema. O
principal objetivo da unido de diversos classificadores é reduzir a variancia inerente as
redes neurais. De fato, diferentes execugdes, nas mesmas condi¢fes de treinamento
(hiperparametros e arquitetura), podem resultar em modelos com pesos diferentes, a
depender de fatores como a inicializacdo dos mesmos. Desta forma, a unido de diferentes
modelos em um sistema conjunto de predicdo tende a reduzir possiveis comportamentos

inesperados derivados dessa aleatoriedade.

Neste projeto, é proposto um sistema mdaltiplo de classificacdo por meio da unido
das saidas de 3 modelos. Objetiva-se a agregar diferentes métodos de deteccdo de
deepfakes utilizando como forma de combinacdo dos resultados um sistema simples de

“voto majoritario”, ou seja, a decisdo com maioria dos votos (REAL ou FAKE) vence.
2.3. Geracao de Falsificacbes

A seguir, sdo apresentados o0s tipos mais comuns de falsificages, assim como 0s

métodos mais utilizados para a geracdo das mesmas.
2.3.1. Tipos de Falsificacdes

Os tipos de falsificacdes atualmente podem ser classificados, de acordo com o nivel
de manipulagéo utilizado, em 4 tipos principais (DANG et al., 2019). TOLOSANA et al.
(2016) apresenta uma descricdo detalhada de cada um deles, os quais sdo descritos

sucintamente a seguir, em ordem crescente de nivel de manipulacao.
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2.3.1.1. Expressoes Faciais

Consiste na modificacdo da expressao facial de uma pessoa. A modificacdo pode
ocorrer pela transferéncia da expressdo de uma pessoa para outra (AVERBUCH-ELOR et
al., 2017). Este tipo de manipulacdo pode ainda ser dividido em source-to-target e self-
reenactment: no primeiro, as expressdes de uma pessoa Sdo transmitidas a outra; no
segundo, a mesma imagem ¢é fonte e destino da manipulacdo. A técnica mais popular de
geracgdo deste tipo de manipulacdo é conhecida como Face2Face (THIES et al., 2016). A

Figura 10 exemplifica tal tipo de manipulacgéo.

Facial Expression

Figura 10 - Manipulacéo de expressoes faciais. Fonte: (TOLOSANA et al., 2016).

2.3.1.2. Atributos faciais

Consiste em modificar atributos como a cor da pele ou cabelo, o género, a idade, ou
mesmo adicionar acessorios, como oculos. Geralmente usa-se GANs (se¢do 2.2.5) para
gerar este tipo de manipulagéo (CHOI et al., 2018). Um exemplo de aplicativo que opera
segundo este tipo de manipulacdo é o popular FaceApp (FaceApp, 2017). A Figura 11

exemplifica tal tipo de manipulacao.
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Facial Attributes

Fake

Figura 11 - Manipulacdo de atributos faciais. Fonte: (TOLOSANA et al., 2016).

2.3.1.3. Troca de Identidades (Face Swap)

Talvez este seja o tipo de manipulacdo mais conhecido, dado que foi o precursor do
atual contexto com relacdo a pesquisa em deepfakes e por estar amplamente disponivel em
videos do YouTube, como o contetdo disponivel no canal do brasileiro Bruno Sartori, que
utiliza as manipulag¢des para criar satiras politicas e se entitula um “deepfaker (SARTORI,
2012). Consiste em substituir a face de uma pessoa pela face de outra. Duas abordagens
podem ser utilizadas para gerar tal tipo de manipulacdo: i) abordagem classica baseada em
técnicas de computacdo grafica, como a técnica FaceSwap (KOWALSKI, 2018) e ii)
abordagem recente utilizando técnicas de deep learning conhecida como Deepfakes. Um
exemplo de aplicacdo comercial disponivel ao publico e que utiliza tal tipo de tecnologia é
0 ja mencionado aplicativo ZAO (LOUBAK, 2019). A Figura 12 exibe exemplos deste

tipo de manipulacéo.
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Face Swap

Real

Figura 12 - Manipulagéo do tipo troca de identidades. Fonte: (TOLOSANA et al., 2016).
2.3.1.4. Sintese facial

Este tipo de manipulacdo cria faces inteiramente novas, ou seja, sintetiza faces que
ndo existem. Tal tipo de manipulacdo geralmente é gerado com o uso de redes GAN
(KARRAS; LAINE; ALLA, 2019). Os resultados obtidos por este tipo de manipulacao tém

um nivel surpreendente de qualidade e realismo (WEST; BERGSTROM, 2019) (WANG,
2019). A Figura 13 exibe exemplos deste tipo de manipulagéo.
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Face Synthesis

Fake

Figura 13 - Manipulacao do tipo sintese facial. Fonte: (TOLOSANA et al., 2016).
2.3.2. Principais Métodos de Manipulacéo

Considerando os principais tipos de manipulacdo apresentados na secao anterior,
ROSSLER et al. (2019) apresenta uma descricdo dos principais métodos de falsificacéo

utilizados atualmente, descritos a seguir.

2.3.2.1. FaceSwap

Abordagem baseada em computacdo grafica, FaceSwap diz respeito a uma técnica
para transferéncia da regido da face de um video de origem para um video de destino.
Inicialmente, cria um modelo 3D do rosto a ser usado como substituto. O modelo é entéo
agregado a imagem de destino por meio da minimizacdo do erro entre 0 modelo criado e as
referéncias calculadas para a imagem de destino. Finalmente, é aplicado um processo de

correcdo de coloracdo. A aplicacdo € leve e pode ser executada por meio de CPU.

2.3.2.2. DeepFakes

Apesar de ser utilizado para denominar um conjunto amplo de tipos de

manipulacdes faciais, o termo deepfakes diz respeito a um método especifico de
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manipulacdo. No trabalho de NGUYEN et al. (2019) é descrita de forma clara e

simplificada a ideia geral do processo de geracdo de deepfakes.

O modelo inicialmente utilizado se baseava em uma estrutura de autoencoder-
decoder. O autoencoder realiza a extracdo de caracteristicas latentes (representacdes em
baixa resolucdo) das imagens dos rostos, enquanto o decoder reconstréi tais imagens a
partir de sua representacdo latente. Para realizar a troca das faces sdo necessarios dois
decoders, cada um treinado em uma das bases de dados (faces de A e faces de B), e que
compartilham o mesmo encoder. Essa estratégia, ainda segundo NGUYEN et al. (2019),
permite que o encoder aprenda as similaridades entre os conjuntos de imagens, como
olhos, nariz e posicdo da boca. Finalmente, os decoders séo trocados, de modo que a partir
das caracteristicas extraidas para uma dada face A, seja gerada uma face com as
caracteristicas de B. Essa abordagem é aplicada em diversos trabalhos, como por exemplo

0 DeepFaceLab (PEROV, 2018). O processo descrito é exemplificado na Figura 14, a

sequir.
Original Tl (— Decoder A Reconstructed
Face A Face A
o Face A X
.‘. — . . fﬁ%
e
Original = :;aten; Reconstructed
Face B Encoder ace Decoder B Face B
I ._’- I — — ﬁ — — Q
Original { o Latent Reconstructed
Face A Encoder Face A Decoder B Face B from A

Figura 14 - O método Deepfakes. Fonte: (NGUYEN et al., 2019).
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2.3.2.3. Face2Face

A técnica chamada Face2Face diz respeito a um sistema de manipulacdo facial que
transfere as expressdes de um video de origem para um video de destino, mantendo a
identidade da pessoa alvo. Sua implementacédo € baseada em duas entradas de videos, com
selecdo manual de frames-chave. Estes frames sdo entdo utilizados para gerar uma
reconstrucdo densa da face, podendo entdo ser utilizada para re-sintetizar a face com

diferentes expressoes e em diferentes condigdes de iluminacao.

2.3.2.4. NeuralTextures

Proposta no trabalho de THIES et al. (2019), esta técnica objetiva a manipulacdo de
expressdes faciais. Utiliza dados do video original para aprender a “textura neural” da

pessoa alvo, que é manipulada e posteriormente re-agregada por uma rede de renderizag&o.
2.4. Deteccéao de FalsificagOes

A deteccdo de falsificagcbes em imagens e videos tem sido tema de pesquisas na
area de Multimidia Forense, ou mais especificamente Multimidia Forense Digital, desde
antes do advento das deepfakes. Tinham por objetivo identificar manipulacdes como
recorte, clonagem (cOpia e colagem) de regibes em imagens e duplicacdo de frames em
videos (FARID, 2019). Os métodos se baseavam na analise de caracteristicas estatisticas,
de irregularidades no pipeline de formacdo das imagens, ou ainda de distor¢cdes deixadas
por manipulagbes (FERRARA et al., 2012) (STAMM; WU, 2013) (JULLIAND;
NOZICK; TALBOT, 2016) (BARNI et al., 2017) (BONDI et al., 2017). O surgimento das
deepfakes, contudo, estimulou 0 aumento das pesquisas na area, e trouxe a necessidade do
desenvolvimento de técnicas especificas para a identificacdo de manipulacGes relacionadas
agora a faces. Este novo sub-ramo da pesquisa digital forense pode ser divido em detecgéo
de imagens e deteccéo de videos falsos (NGUYEN et al., 2019).

Com relacdo a deteccdo em imagens, foram propostas abordagens baseadas em
artefatos e inconsisténcias “sutis” deixados pelos métodos de manipulagdo, como

discrepancias de cor, textura, pose da cabeca (YANG; LI; LYU, 2019) ou ainda
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inconsisténcias nos olhos (LI; CHANG; LYU, 2018). Contudo, & medida que os métodos
de manipulagdo evoluiram e passaram a gerar resultados mais realistas, métodos baseados
nestes tipos de artefatos tiveram perda consideravel de desempenho. Isto fez com que
métodos baseados em deep learning para a deteccdo de inconsisténcias mais gerais fossem
propostos (AFCHAR et al., 2018). Estes Gltimos, contudo, ainda ndo abordam a influéncia
da compressdo de dados no desempenho da deteccdo. Uma analise neste sentido é
considerada em ROSSLER et al. (2019). Recentemente, no contexto do DFDC, o primeiro
e terceiro colocados utilizaram como estratégia a classificacdo frame a frame por meio de
um ensemble de diferentes variantes da recentemente proposta EfficientNet (MINGXING,;
QUOC, 2019). Uma abordagem semelhante € apresentada em BONETTINI et al. (2020).

Com relacdo a detec¢do em videos, métodos de deteccdo em imagens Unicas nédo
podem ser utilizados por conta da grande degradacdo introduzida nos frames pela
compressao do video. Além disso, videos apresentam caracteristicas temporais que variam
entre conjuntos de frames, as quais sdo dificeis de serem detectadas por métodos
projetados para imagens (NGUYEN et al., 2019). Desta forma, passa-se a analisar
conjuntos de quadros, também chamados de janelas, na busca por caracteristicas temporais

referentes a manipulagoes.

A deteccdo baseada em caracteristicas temporais leva em consideracdo o fato de os
métodos de manipulacdo ndo considerarem a coeréncia temporal entre frames, ja que sao
executadas quadro a quadro. Deste modo, artefatos produzidos pelos métodos de
manipulacdo se manifestam como inconsisténcias temporais entre frames. Os principais
métodos neste sentido se baseiam na associacdo de redes neurais convolucionais 2D e 3D
(DOGONADZE; OBERNOSTERER; HOU, 2020), ou ainda de redes convolucionais com
redes recorrentes (GUERA; DELP, 2018) (SABIR et al., 2019).

Apesar dos grandes avangos feitos na detecgdo de falsificagdes, métodos de geracao
evoluem de maneira igualmente rapida. Isso é ainda mais evidente quando consideramos o
ja mencionado atual grau de realismo e qualidade das sintetizaces geradas pelas redes
GAN. Porém, mesmo abordagens utilizando GANs deixam marcas caracteristicas que
podem ser aproveitadas no desenvolvimento de novos métodos de deteccdo
(MCCLOSKEY; ALBRIGHT, 2018) (ZHANG; KARAMAN; CHANG, 2019).
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2.6. Bases de Dados

Um modelo de classificacdo tem desempenho t&o bom quanto os dados que lhe sdo
fornecidos durante o treinamento. Dessa forma, uma parte importante do processo de
desenvolvimento de um método de deteccdo de deepfakes baseado em deep learning é a
escolha da base de dados. Com o aquecimento das pesquisas em deteccdo de manipulagdes
faciais, houve também a criacdo de novas bases de dados, de modo a fomentar o
desenvolvimento da area. Tais bases abrangem os diversos tipos de manipulacdo descritos
anteriormente, assim como consideram diferentes fatores de compressao a que uma dada
imagem ou video pode ser submetido quando de sua divulgacdo por meio de midias
sociais. Algumas bases fornecem até mesmo as maéscaras utilizadas na geracdo das

falsificacdes.

Um ponto a se observar é a crescente preocupacdo com relacdo aos direitos de
imagem das pessoas retratadas na base. Ao passo que as primeiras bases de dados neste
sentido foram construidas pela unido de videos disponiveis em plataformas como o
YouTube, bases mais recentes, como a disponibilizada no DeepFake Detection Challenge,

consistem de videos gerados por atores pagos.

As bases de dados utilizadas no presente projeto sdo descritas, por ordem

cronoldgica, na Tabela 1, a seguir.

Tabela 1 - Bases de dados para treinamento em deteccéo de deepfakes.

Base Data | Composicao Caracteristicas

FaceForensics 2018 | 1004 videos, ja somados | Videos reais extraidos do

(ROSSLER et reais e manipulados. YouTube. Falsificagbes geradas
al., 2018) com o uso do método Face2Face.
MesoNet 2019 | 11509 imagens extraidas | Imagens reais extraidas de videos
(AFCHAR et al., de videos reais e 7884 |do  YouTube. Manipulacbes
2018) imagens manipuladas. geradas por 2  métodos:

DeepFakes e Face2Face
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(extraidas da base de dados

FaceForensics).

FaceForensics++ | 2019 | 1000 videos reais e 4000 | Videos reais extraidos do
(ROSSLER et videos resultantes de | YouTube. Extensdo da base
al., 2019) falsificacbes. Também sdo | FaceForensics, as manipulacdes
fornecidas as mascaras | sdo agora geradas a partir de 4
referentes as | métodos: Deepfakes, Face2Face,
manipulacgdes. FaceSwap e NeuralTextures.
DFDC 2019 | 1131 videos reais e 4113 | Videos reais gerados por atores
(DOLHANSKY videos resultantes de | pagos. ManipulacBes de dois
etal., 2019) falsificagoes. tipos, mas ndo é mencionado
quais e nem 0s métodos
utilizados para gera-las. Base de
dados adotada no “DeepFake
Detection Challenge”
Celeb-DF  (v2) | 2019 | 890 videos reais e 5639 | Videos reais extraidos do
(LI; YANG; videos resultantes de | YouTube, mostrando diferentes

SUN, 2019) (LI,
2020)

falsificagoes.

celebridades. Manipulagdes
geradas com o uso de uma versdo
modificada do método

DeepFakes.

A cada base de dados anteriormente descrita € associada uma referéncia de

desempenho, ou baseline. Tal medida é definida a partir da performance obtida por

modelos de referéncia quando treinados e avaliados em tais bases, segundo diferentes

métricas de desempenho. A se¢édo seguinte apresenta, de forma detalhada, tanto as métricas

quanto as referéncias utilizadas no contexto do presente projeto.
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2.7. Avaliacao de Desempenho

A seguir sdo descritas as métricas a serem utilizadas para a avaliagdo dos modelos
implementados. S&o apresentadas, também, as principais referéncias de desempenho na

area.

2.7.1. Métricas de Desempenho

2.7.1.1. LoglLoss/Categorical Crossentropy

LogLoss (Equacgdo 1) é uma medida do erro de classificacdo de um modelo, cuja
saida € um valor entre 0 e 1. O objetivo dos modelos de aprendizado de maquina é
minimizar esse valor, de modo que um modelo perfeito apresentaria valor 0 para esta
métrica. Seu valor aumenta a medida que a probabilidade prevista diverge da classificacao

esperada.

1 I A o
LogLoss = —— Z:; [y log(#;) + (1 — ;) log(1 — 4,)]

Equacédo 1 — LoglLoss.
Em que:
e néonumero de imagens/videos sendo preditos;
e yi é aprobabilidade predita da imagem/video ser da classe FAKE;
e yié1seaimagem/video é da classe FAKE, 0 da classe REAL;
e log() é o logaritmo natural (base e).

Categorical Crossentropy (Equacdo 2) é uma métrica equivalente a LogLoss,
porém utilizada quando se tem mais de uma saida na rede, isto é, hd uma saida para cada
classe a ser predita. Neste caso, cada saida representa a probabilidade de a entrada

pertencer a classe em questdo, de modo que a soma das saidas deve ser igual a 1.
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1 N J X X
CCE = —— 2 23 log() +(1 =3 - log(1 =)
i=0 j=0

Equacao 2 - Categorical Crossentropy.
Em que:
e N € o numero de imagens/videos sendo preditos;
e Jé 0 namero de classes possiveis (nimero de saidas);
e Jj € a probabilidade predita da imagem/video ser da classe j;
e yjé1seaimagem/video é da classe j, 0 caso contrario;
e log() é o logaritmo natural (base e).

No contexto do presente projeto, a classe a ser detectada é a FAKE, sendo,

portanto, rotulada como [0, 1] e a classe REAL como [1, 0].

2.7.1.2. Matriz de Confusdo

Uma forma de avaliar o desempenho de um modelo de classificacdo é por meio da
matriz de confusdo. Segundo MONARD et al. (1999), “a matriz de confusdo de uma
hipotese h oferece uma medida efetiva do modelo de classificacdo, ao mostrar o numero de
classificacbes versus as classificagdes preditas para cada classe, sobre um conjunto de
exemplos T. Os resultados sdo organizados em duas dimensdes: classes verdadeiras e

classes preditas, para k classes diferentes” (Tabela 2).
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Tabela 2 - Matriz de Confusdo de um classificador. Fonte: (MONARD; BARANAUSKAS,

1999).

Classe predita C'; predita Cy --- predita Cg
verdadeira C; | M(C1,Cy) M(Cy,C2) -+ M(Ch1,Ch)
verdadeira Cy | M(Cs,Cy) M(Cy,Co) -+ M(Cq, Cy)
verdadeira C, | M(Cy,Cy) M(Cy,Cs) -+ M(Cy,Cy)

Para o presente projeto, a matriz de confusdo serd composta por 2 linhas e 2
colunas, ja que um dado exemplo pode ser classificado como verdadeiro ou fake. Sendo

assim, teremos uma representagéo conforme a Figura 15, a seguir.

REAL (0,0) (0,1)

CLASSE ESPERADA

FAKE (1,0) (1,1)

REAL FAKE

CLASSE PREDITA

Figura 15 - Matriz de Confusao considerando as classes Real e Fake. Fonte: autoria propria.

O elemento da posic¢éo (0,0) da matriz representa 0 numero de exemplos que foram
classificados corretamente como reais (TN). O elemento (1,0) representa o numero de
exemplos que foram classificados como reais, mas que, na verdade, pertencem a classe
falsa (FN). O elemento (0,1) representa o numero de exemplos que foram classificados
como falsos, mas que, na verdade, pertencem a classe real (FP). Por fim, o elemento (1,1)

representa 0 nimero de exemplos que foram classificados corretamente como falsos (TP).
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Observamos que a diagonal principal da matriz representa o nimero de classificacGes

corretas, enquanto os demais elementos constituem erros.

Cada um dos elementos acima descritos recebe ainda um nome, a saber:
verdadeiros positivos, falsos negativos, falsos positivos, verdadeiros negativos. Porém,
como se objetivou a deteccdo de manipulacbes, a classe FAKE serd considerada como
positivo. Desta forma, a partir deste ponto a nomenclatura utilizada sera:

e (0,0): verdadeiros negativos (TN);
e (1,0): falsos negativos (FN);
e (0,1): falsos positivos (FP);
e (1,1): verdadeiros positivos (TP).

Utilizando tais medidas, é possivel ainda extrair outras métricas a partir da matriz

de confusdo, como a acurécia, precisao e recall.

2.7.1.3. Receiver Operator Characteristic Curve (ROC) e Area Under the
Curve (AUC)

Anélise ROC (do inglés, Receiver Operating Characteristic) € um modelo gréfico
para avaliacdo, organizacdo e selecdo de sistemas de diagndstico e/ou predigdo. Graficos
permitem uma melhor visualizagdo da multidimensionalidade do problema de avaliagdo. O
grafico ROC (Figura 16) é baseado na probabilidade de deteccéo, ou taxa de verdadeiros
positivos (tpr, do inglés True Positive Rate) (Equacdo 3) e na taxa de falsos positivos (fpr,
do inglés True Positive Rate) (Equacdo 4). Para se construir o grafico ROC plota-se fpr no
eixo das ordenadas — eixo X - e tpr no eixo das abcissas — eixo y. (PRATI; BATISTA,
MONARD, 2008)

TP

tPr = TpiEN

Equacdo 3 - Taxa de Verdadeiros Positivos (tpr).

29



_FP
fpr = TN+FP

Equacdo 4 - Taxa de Falsos Positivos (fpr).

Receiver operating characteristic example

1.0 A

0.8 1 R

0.6 e

True Positive Rate
Ay

0.4 1 -,

0.2+ -

’ ROC curve (area = 0.79)

0.0

T T T T
0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

Figura 16 — Gréafico curva ROC. Fonte: <https://bit.ly/20mnyP5>.

Cada ponto na curva ROC corresponde a um dado limiar de escolha/aceitacdo. Por
exemplo, se a saida da rede é 0.6 para Fake, podemos usar um limiar 0.5, indicando que
valores acima de 0.5 s@o considerados Fake, mas também podemos ser mais “exigentes”
indicando que somente saidas acima de 0.8 serdo consideras a saida da rede como uma
indicacdo de Fake. A curva é construida variando-se tal limiar, de modo que a anélise seja
feita independentemente da escolha de um limiar especifico. Ainda segundo PRATI et al.
(2008), quanto mais distante a curva estiver da diagonal principal, melhor serd o

desempenho do sistema de aprendizado para aquele dominio.

Uma maneira de simplificar a anélise da curva ROC a apenas um ndmero é analisar
a Area Abaixo da Curva (AUC, do inglés Area Under Curve). A AUC é numericamente
igual a probabilidade de que, dados dois exemplos de classes distintas, o exemplo positivo
seja ordenado primeiramente que um exemplo negativo. Uma vez que a area abaixo da
curva ROC é uma fracdo da area de um quadrado de lado um, o seu valor esta sempre entre
0 e 1. Quanto maior seu valor, melhor o desempenho do modelo. (PRATI; BATISTA,;
MONARD, 2008)
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As métricas anteriormente descritas sdo utilizadas como forma de avaliacdo, em
bases de dados especificas, de modelos de deteccdo considerados estado da arte em tarefas
deteccdo de falsificacGes. Por meio desse processo sdo geradas as chamadas referéncias de

desempenho da area, sendo as principais apresentadas a seguir.
2.7.2. Referéncias de Desempenho (Baselines)

Referéncias de desempenho representam valores atingidos por métodos
considerados o estado da arte na tarefa considerada. Sdo limiares segundo 0s gquais Nnovos
métodos propostos sdo avaliados. Representam, assim, um elemento importante para a
constante evolugdo da area de pesquisa. Neste sentido, juntamente com as bases de dados,
sdo definidas referéncias de desempenho. Estas sdo geradas pela avaliacdo do desempenho
de diferentes métodos quando submetidos as bases em questao. Neste projeto, a analise dos

resultados sé feita considerando trés destas referéncias.

2.7.2.1. FaceForensics

Propdem uma referéncia de desempenho baseada na acuréacia de classificacdo
considerando um conjunto de 1000 imagens. Aqui, ndo apenas € avaliada a distin¢do entre
as classes real e fake, mas também entre os tipos de manipulacdo utilizados. A Figura 17

exibe a configuracdo do placar de lideres no momento da redacdo deste documento.

FaceForensics Benchmark

This table lists the benchmark results for the Binary Classification scenario.

Method Info Deepfakes Face2Face FaceSwap NeuralTextures Pristine Total

PredictFake 0.973 0.847 0.913 0.820 0.894 0.887
StableForensics 0.991 0.847 0.951 0.787 0.884 0.883
ATDETECTOR 0.955 0.796 0.922 0.780 0.898 0.875
RobustForensics 0.973 0.832 0.942 0.760 0.854 0.859

Firefly 0.955 0.730 0.874 0.667 0.920 0.855

Figura 17 - Referéncia de Desempenho FaceForensics. Fonte: < https://bit.ly/38VwaWm>.
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2.7.2.2. Celeb-DF

Utiliza como métrica o valor AUC (se¢do 2.7.1.3) em termos percentuais — AUC
(%). Faz uma extensa analise, considerando os principais modelos de deteccdo e as bases
de dados atuais para pesquisa em deepfakes. A Tabela 3, retirada de (LI; YANG; SUN,

2019), exibe a compilacdo dos resultados apresentados no referenciado trabalho.

Tabela 3 - Referéncia de Desempenho Celeb-DF. Fonte: (LI; YANG; SUN, 2019).

Methods) Datasets— | UADFV [53] LDQF 'THTIT [zli]) FF-DF [40] | DFD[15] | DFDC [14] | Celeb-DF
Two-stream [54] 85.1 835 735 70.1 52.8 61.4 53.8
Mesod [6] 843 87.8 68.4 84.7 76.0 75.3 54.8
Mesolnceptiond 82.1 80.4 62.7 83.0 75.9 73.2 53.6
HeadPose [53] 89.0 55.1 532 473 36.1 55.9 546
FWA [28] 974 99.9 93.2 80.1 743 72.7 569
VA-MLP [33] 70.2 61.4 62.1 66.4 69.1 61.9 55.0
VA-LogReg 54.0 77.0 77.3 78.0 77.2 66.2 55.1
Xception-raw [40] 80.4 56.7 54.0 99.7 53.9 499 482
Xception-c23 91.2 95.9 94.4 99.7 85.9 72.2 65.3
Xception-c40 83.6 75.8 70.5 95.5 65.8 69.7 65.5
Multi-task [34] 65.8 62.2 55.3 76.3 54.1 53.6 543
Capsule [36] 61.3 784 744 96.6 64.0 53.3 575
DSP-FWA 97.7 99.9 99.7 93.0 8I.1 75.5 64.6

2.7.2.3. DFDC

Utiliza como métrica de avaliacdo a funcdo LoglLoss (secdo 2.7.1.1). No decorrer da
competicdo, o0s participantes tinham acesso ao placar de lideres puablico (Public
Leaderboard - Figura 18) e apds o seu encerramento foi divulgada a versdo privada do
mesmo (Private Leaderboard) - ainda que possa ndo ser definitivo (QUACH, 2020), o
resultado até 0 momento (top 5) é apresentado também na Figura 18.

Esta pode ser considerada uma referéncia para futuros projetos, ja que simula um
ambiente real de aplicacdo dos métodos de detecgdo e demonstra o quéo desafiadora pode
ser a tarefa de deteccdo de deepfakes — houve uma queda de desempenho consideravel
quando a avaliacdo foi realizada na base de testes privada, com o modelo vencedor
atingindo 65% de acuracia na base de avaliacdo (VINCENT, 2020).
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Figura 18 - Placares de Lideres Publico e Privado DFDC. Fonte: <https://bit.ly/3emGGas>.

2.8. Consideracdes Finais

Neste capitulo foram apresentados os principais conceitos relacionados a area de
deteccdo de Deepfakes. Inicialmente apresentou-se os conceitos basicos de redes neurais,
assim como algumas das arquiteturas mais utilizadas atualmente. Posteriormente, foram
discutidos os principais tipos de falsificacdo atuais e os métodos utilizados para gerar cada
um deles. Foram apresentadas, ainda, as principais abordagens de deteccdo de
manipulacdes faciais em imagens. Introduziu-se algumas das métricas mais utilizadas na

avaliacdo de modelos de classificagdo. Finalmente, discorreu-se a respeito das principais
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bases de dados utilizadas na area, assim como as referéncias de desempenho atuais da area.
No capitulo seguinte, os passos de desenvolvimento do projeto séo apresentados de forma
detalhada.
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CAPITULO 3: DESENVOLVIMENTO DO
TRABALHO

3.1. Consideracgdes Iniciais

Neste capitulo serdo descritos os detalhes de implementacdo do projeto. Sera
descrita a metodologia adotada, assim como as ferramentas utilizadas. Posteriormente,
serdo apresentadas as etapas de desenvolvimento das diferentes abordagens de deteccdo
implementadas, incluindo pré-processamento dos dados, implementagdo dos algoritmos,
execucgdo, compilagdo e analise do aprendizado adquirido pelos mesmos. Posteriormente, é
proposto um sistema de classificacdo multiplo composto pelos modelos com melhor
desempenho individual. O desempenho do sistema € entdo comparado aos desempenhos
individuais de seus componentes e as referéncias apresentadas na secdo 2.7.2. Finalmente,
séo discutidas as principais dificuldades encontradas no decorrer do projeto, assim como

suas principais limitacGes.
3.2. Projeto

O presente projeto tem como principal objetivo propor um método para deteccdo de
deepfakes, com base nos modelos atuais de detec¢do. Tendo acompanhado a evolugédo e
desfecho do desafio DFDC (SEFERBEKOV, 2020) (DAVLETSHIN, 2020), assim como
apos pesquisas em trabalhos atuais da area (BONETTINI et al., 2020), o metodo de
classificacdo escolhido foi um ensemble de modelos, também chamado de sistema de
classificacdo multiplo. Esta abordagem foi proposta visando agregar diferentes modelos,
baseados em diferentes premissas, de forma a criar um modelo de carater mais geral
(independente do método de manipulacdo) e com melhor desempenho que seus

componentes individualmente.

Primeiramente, foi realizada uma ampla pesquisa a respeito da area de deteccdo de
falsificagdes em imagens e videos. Buscou-se, por meio de tal, selecionar um conjunto de

modelos de aprendizado de maquina, baseados em deep learning, a serem testados no
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contexto do projeto. Foram selecionados tanto modelos de detec¢do por quadro dnico,
quanto modelos de detec¢do baseados na andlise de janelas de quadros.

Posteriormente, foi realizada a busca de bases de dados destinadas a pesquisa em
deteccdo de deepfakes. As bases selecionadas foram agrupadas em uma Unica base
buscando agregar as individualidades de cada uma. Buscou-se, com isso, simular um
contexto de aplicacdo real de um sistema de deteccédo de falsificagdes, que deve buscar ser
independente do tipo e grau de falsificacdo, assim como do grau de compressao aplicado
sobre os dados. Para isso, foram inicialmente aplicados passos de pré-processamento,
utilizando a linguagem Python, de modo a padronizar a forma de representacdo dos dados
nas bases.

Em seguida, os modelos de deteccdo incialmente selecionados foram
implementados utilizando a linguagem Python e o framework Keras/Tensorflow. Cabe
observar que modelos de classificacdo baseados no processamento de uma janela de frames
apresenta entrada diferente daqueles baseados em quadros Unicos, sendo, portanto,

necessaria a adequacao das bases de dados para 0s mesmos.

Os modelos implementados foram entdo treinados considerando a base criada pela
composicdo das bases individuais. O desempenho de cada um é avaliado, segundo a
andlise de sua matriz de confusdo, a métrica Categorical Crossentropy, curva ROC e valor
AUC, assim como a relacdo Acuracia versus Numero de Parametros. A avaliacdo aqui é
feita extraindo um conjunto de teste de cada base, de forma a avaliar o grau de

generalizacdo atingido.

Os 3 modelos com melhor desempenho na maioria das analises realizadas foram
entdo agregados de modo a compor o sistema de classificagdo multiplo. Seu desempenho é

entdo comparado aqueles obtidos individualmente pelos modelos componentes do sistema.
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3.3. Descricéo das Atividades Realizadas

Nesta secdo serdo descritos, de forma detalhada, os passos elencados na secéo

anterior.

3.3.1. Ferramentas de Desenvolvimento

3.3.1.1. Python

Python é uma linguagem voltada para a prototipacdo e desenvolvimento agil, com
rapida curva de aprendizado. Vem sendo muito utilizada em diversas plataformas, para as
mais variadas tarefas e por um grande nimero de empresas nacionais e empresas de
renome mundial, como Google e NASA (LIMA, 2018). Alguns dos fatores que contribuem
para 0 seu sucesso sao a eficiéncia no desenvolvimento de machine learning, Inteligéncia

Artificial e ciéncia, gestdo e analise de dados.

3.3.1.2. Tensorflow e Keras

Tensorflow (TENSORFLOW, 2020) é uma biblioteca open source desenvolvida
pelo time Google Brain para aprendizado de maquina. Com ela é possivel criar e treinar
redes neurais para as mais diversas finalidades. Keras, por sua vez, € um framework de
mais alto nivel, construido sobre as funcionalidades fornecidas pelo Tensorflow. Sendo
assim, permite que um usuario sem muita experiéncia possa utilizar as capacidades do

Tensorflow, porém com um nivel maior de abstragéo.

3.3.1.3. Google Colab

Google Colab (GOOGLE, 2020) ¢ uma ferramenta que permite escrever e executar
programas Python no navegador. Seu funcionamento & baseado no chamado Colab
notebook, um ambiente interativo de edigdo e execucdo de scripts Python. Com ele, é
possivel organizar codigo e comentarios/documentacdo a respeito do mesmo por meio de

elementos chamados células. Para utilizad-lo basta possuir e ter efetuado login em uma
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conta Google. O ambiente fornece um montante razoavel de memoéria RAM e acesso
gratuito, porém limitado, a aceleradores como GPUSs.

3.3.2. Pesquisa de Modelos de Deteccéo de Falsificagdes

A pesquisa em modelos de deteccdo/classificacdo de falsificacbes foi realizada
considerando principalmente trabalhos publicados na area e as discussdes realizadas pela
comunidade durante a evolucdo do DFDC. Optou-se pela escolha dos modelos mais
citados na literatura, aqueles utilizados na definicdo das referéncias de desempenho na area
e os utilizados pelos participantes com melhores resultados nos placares divulgados pela
organizagdo do DFDC. Os modelos escolhidos séo apresentados a seguir. Sdo descritos de

forma sucinta seus principios de funcionamento.

MesoNet é o nome dado ao modelo proposto em AFCHAR et al. (2018). Modelo
utilizado como referéncia de desempenho em diversos trabalhos na area, aborda a detecgédo
por meio de caracteristicas mesoscépicas das imagens, isto €, informagdes com nivel
semantico e estrutural médios. Desta forma, 0 modelo € composto por poucas camadas e
apresenta treinamento rapido. Os autores ainda apresentam uma avaliacdo de seu
desempenho em duas bases de dados, uma composta por manipulaces geradas pelo
método Face2Face e outra, esta criada pelos prdprios autores, gerada com o método
Deepfake. Sao relatadas acuracias acima de 90% para ambos 0s métodos de manipulacao.
O cddigo referente ao modelo, implementado em Keras, esta disponivel em (AFCHAR,
2020).

Xception € uma arquitetura de rede recentemente proposta por Francois Chollet
(CHOLLET, 2017), que é também o criador do Keras. Este modelo tem como principal
caracteristica as convolugdes separaveis por profundidade (depthwise separable
convolutions). Neste tipo de convolucdo, o processo € dividido em duas etapas: na
primeira, cada filtro é aplicado a um canal por vez, separadamente, enquanto na segunda 0s
resultados das multiplicagdes sdo combinados por meio de convolugdes ponto a ponto
(kernels de dimensdo 1x1). Isto diminui a complexidade computacional do modelo. E

utilizada como estado da arte no trabalho que introduz a base de dados FaceForensics++
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(ROSSLER et al., 2019). O framework Keras disponibiliza uma implementacio da

Xception, pré-treinada na base ImageNet.

ResNet diz respeito a uma arquitetura proposta por HE et al. (2016) para
reconhecimento de imagens. Sua principal caracteristica sdo os blocos residuais, ja
explicados em segdes anteriores deste trabalho. O modelo foi escolhido para teste por
permitir um treinamento prolongado com risco reduzido de overfitting. O framework Keras
fornece implementacdes dos modelos ResNet50, ResNetl01 e ResNetl52 (valores

relacionados ao nimero de camadas), todos pré-treinados na base ImageNet.

EfficientNet € um dos modelos mais recentes na area de classificacdo
(MINGXING; QUOC, 2019). A principal proposta dos autores é estudar o balanceamento
da profundidade, largura e resolucdo quando da escalabilidade do modelo, de modo a levar
a um desempenho 6timo. E proposta uma familia de modelos, de nomes BO a B7, a
depender de seu fator de escala. Tanto o Keras quanto os préprios autores fornecem
implementaces do modelo. Além de ser um modelo atual e com desempenho considerado
estado da arte em tarefas de classificacdo, 0 mesmo foi utilizado nas solu¢des do primeiro e
segundo colocados do DFDC. No projeto, foi utilizado o modelo EfficientNetB4, por
apresentar uma boa relacdo entre o nimero de parametros e o nivel de acurécia, e por ser
implementado no trabalho que motiva o uso de um sistema de classificacdo multipla como
detector final neste projeto (BONETTINI et al., 2020).

Os modelos a seguir abordam o problema da deteccdo de deepfakes com um

processamento por janela de quadros.

GUERA et al. (2018) propde um sistema de classificacdo de falsificacdes que
utiliza uma CNN para extrair caracteristicas a nivel de quadro. Posteriormente, tais
caracteristicas sdo utilizadas para treinar uma RNN (LSTM) de forma a extrair
caracteristicas temporais relacionadas aos quadros em sequéncia, utilizando-as, finalmente,
para a classificagdo da mesma. Os autores avaliam ainda a influéncia do tamanho da

sequéncia de entrada (largura da janela de quadros) no desempenho do modelo.

De forma semelhante, SABIR et al. (2019) realiza uma analise extensa do
desempenho de uma estrutura composta por um modelo extrator de caracteristicas a nivel
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de quadro (CNN) e um modelo extrator de caracteristicas temporais (RNN), considerando
a tarefa de classificagdo de manipula¢fes geradas pelos métodos Deepfake, Face2Face e
FaceSwap. Os autores analisam diversas configuracdes para 0 modelo CNN e RNN,
mantendo, porém, a célula GRU como componente fixo do modelo RNN. Séao relatadas

acuracias acima de 95%.

Os ultimos modelos selecionados séo apresentados em DOGONADZE et al (2020).
Seguindo basicamente a mesma configuracdo dos modelos anteriores, 0s autores propdem
um extrator de caracteristicas espaciais por meio de uma CNN e duas configuracdes de
extratores de caracteristicas temporais: uma rede composta por convolugdes 3D e uma rede
LSTM. A classificacdo de um dado quadro é feita considerando também os quadros de sua
vizinhanca. A base de dados utilizada é a FaceForensics++, tendo o0 modelo proposto

figurado entre os primeiros colocados da referéncia de desempenho definida por tal base.
3.3.3. Pesquisa de Bases de Dados de Deepfakes

Assim como foi feito com relacdo aos modelos selecionados, a pesquisa por bases
de dados relacionadas as deepfakes foi feita pelo estudo das principais publicacdes na area,
assim como pelo acompanhamento da discussdo no DFDC. Apos tal pesquisa, as bases de
dados ja descritas na secdo 2.6 foram selecionadas.

3.3.4. Pré-processamento dos Dados

As bases de dados utilizadas, exceto a referente a MesoNet, séo originalmente
compostas por arquivos de video, com aproximadamente 10s de duracdo cada. Os modelos
de classificacéo, porém, realizam o processamento baseado em imagens. Além disso, como
demonstrado em ROSSLER et al. (2019), a alimentacdo dos modelos com apenas a regido
de interesse, no caso as faces, melhora o desempenho geral. Desta forma, a primeira etapa

de processamento dos dados dizia respeito a separacdo dos videos em frames — a uma taxa
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de 3 fps - e entdo a extracdo dos rostos presentes nestes. Para isso foram usadas as
bibliotecas OpenCV* e Face Recognition?.

A primeira se trata de uma biblioteca de cddigo aberto para operacGes em imagens
e videos. A segunda se trata de uma biblioteca para reconhecimento de faces: dada a
imagem de uma face, o retorno do processamento sao pontos chave presentes no rosto,
assim como os limites da regido retangular que contém a face em questdo — regido de
interesse (ROI, do inglés Region of Interest). No contexto do projeto, foram utilizados
apenas a informacéo referente a ROI, a qual foi adicionada um fator de aumento, de modo
a capturar a cabeca inteira, e ndo apenas o0 rosto da pessoa. Isso foi feito pois alguns
artefatos resultantes do processo de manipulagéo podem estar presentes em regides fora da
area da face, como na divisdo do rosto com o cabelo, como ilustrado em WEST et al.
(2019) (Figura 19).

Figura 19 - Artefatos gerados pelo processo de falsificacio fora da regido do rosto. Fonte:
(WEST; BERGSTROM, 2019).

Posteriormente, foi realizada uma etapa de filtragem manual das faces extraidas, de
modo a remover possiveis falhas de deteccdo, como exemplificado na Figura 20, a seguir.

! Disponivel em: <https://docs.opencv.org/master/d6/d00/tutorial_py root.html>. Acessado em
12/07/2020 as 18:04.

2 Disponivel em: <https://pypi.org/project/face-recognition/>. Acessado em 12/07/2020 as 18:04.
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Figura 20 - Falhas resultantes da detec¢do de faces. Fonte: autoria prépria.

Finalmente, os dados foram organizados em uma estrutura de diretorios de modo a
permitir o carregamento correto das bases para treinamento e teste dos modelos. O
processo descrito é ilustrado na figura 21, a seguir.

g - % ~ .

Figura 21 - Resumo dos passos de pré-processamento das bases de dados. Fonte: autoria

propria.
3.3.5. Implementacao dos Modelos de Deteccéo

Como ja& mencionado, a implementacdo dos modelos selecionados se deu no
ambiente do Google Colab e foi realizada na linguagem Python, utilizando as facilidades
proporcionadas pela biblioteca de aprendizado de méaquina Keras. A organizacdo do
projeto foi realizada utilizando o Google Drive, por permitir uma interagcdo direta com o
Google Colab. Desta forma, tanto as bases de dados, quanto os arquivos referentes a
estruturacdo dos modelos e as funcionalidades gerais do projeto foram mantidos na

plataforma online.
3.3.6. Treinamento dos Modelos de Deteccéao

Os parametros utilizados no treinamento de cada um dos modelos sdo elencados a
seqguir, na Tabela 4. Em todos os casos, foi utilizado o otimizador Adam (KINGMA,; BA,
2015).
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Tabela 4 - Parametros de treinamento dos modelos implementados.

Modelo MesoNet Xception ResNets EfficientNet  DenseNet+GRU,
InceptionV3+LSTM,
InceptionV2+3DResnet

Taxa de aprendizado inicial 1le-3 le-3 le-3 le-3 3e-3

Tamanho de Batch 76 32 32 32 8

Dimensdes da Entrada 256X256x3  256x256Xx3 224x224x3 224x224x3  160x160x3

Largura Janela de Quadros X X X X 5

As bases de dados sd@o mantidas em disco de forma separada, sendo entdo reunidas

no momento do treinamento dos modelos. Uma porcentagem de cada base € utilizada para

compor a base de treinamento, conforme a distribuicdo exibida nas Figuras 23 e 24.

Cabe observar que, na abordagem de deteccdo por analise de janela de frames, cada

exemplo consiste em uma sequéncia de, no caso, cinco frames. A saida esperada para cada

exemplo corresponde & classificagdo do frame intermediario da sequéncia. Desta forma, a

classificacdo de um dado quadro é realizada considerando dois quadros anteriores e dois

quadros posteriores a0 mesmo, ou ainda, dois quadros no “passado” e dois quadros no

“futuro” (Figura 22).

Frames com Frame sob Frames com
informacao analise informacao
sobre o "passado" * sobre o "futuro"

j—— Janela de Tamanho 5

Figura 22 — llustracédo de um exemplo do conjunto de dados utilizado na abordagem de

deteccdo por andlise de janela de quadros. Fonte: autoria propria.
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Composicao do Conjunto de Treinamento Composigdo do Conjunto de Teste

o (detecgao por janela de frames) 0 (detecgao por janela de frames)
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200 200 208
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0- 0-
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Numero de Exemplos
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Figura 23 - Nimero de dados dos conjuntos de treinamento e teste para a abordagem de

1000
1008 -
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700 -
500 -
400 -
300 -
200 -
100 -

0- :
DFDC

Figura 24 - Numero de dados dos conjuntos de treinamento e teste para a abordagem de

deteccdo por janela de frames.

Composigéo do Conjunto de Treinamento Composigédo do Conjunto de Teste
(detecgdo por frame tnico) (detecgao por frame unico)
mmm REAL s REAL
s FAKE s FAKE

NUmero de Exemplos
3
3

Numero de Exemplos

1000 1000 1000
200- 200 200 200 200
N I I I I
0- "
F FF

MESONET F CELEB_DF DFDC MESONET CELEB_DF

deteccao por frame Unico.

O modelo MesoNet foi treinado com pesos inicializados aleatoriamente. Todos 0s
demais foram treinados utilizando transfer learning. Nestes, os pesos utilizados séo
provenientes do pré-treinamento na base de dados ImageNet. A evolucdo do aprendizado
neural de cada um dos modelos, com relacdo aos seus valores de acuréacia e perda, €

exibida a seguir, nas Figuras 25 e 26.
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Figura 25 - Evolucédo do aprendizado neural medido pelo nivel de acuracia de cada um dos

modelos treinados.
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Loss durante o treinamento
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Figura 26 - Evolucdo do aprendizado neural medido pelo valor de perda de cada um dos

modelos treinados.

Podemos observar que a maior parte dos modelos ndo obteve ganhos significativos
de desempenho durante o treinamento. O modelo com varia¢cdes mais consideraveis foi o
composto pelas redes InceptionV2 e 3DResnet. Em seguida, vem o0s modelos
DenseNet+GRU e Mesonet, porém com taxa de aprendizado bem inferior a apresentada

pelo primeiro modelo.
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A observacdo apenas da evolugdo do aprendizado neural, contudo, ndo da uma
visdo tdo clara do real desempenho dos modelos. Dessa forma, como auxilio a
interpretacdo dos resultados, seguem as matrizes de confusdo e curvas ROC dos modelos
testados (Figuras 27 e 28).
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Figura 27 - Matrizes de confusdo dos modelos treinados.



A andlise da Figura 27 elucida melhor o comportamento do modelo, quando
comparada a curva de aprendizado. Os modelos que haviamos observado ter o melhor
comportamento pela analise da evolucdo do aprendizado confirmaram tal hipotese pela
matriz de confusdo — houve apenas uma troca entre as posi¢es dos métodos de deteccédo
por janela de frames. Fica claro, porém, que o modelo InceptionV3+LSTM néo foi capaz
de aprender com o treinamento, tendo comportamento similar “ao de um chute”, sempre
apostando em classificar as imagens como fake. Os modelos ResNet se mantiveram entre

estes dois extremos.
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Figura 28- Curvas ROC e valores AUC para 0os modelos treinados.

A andlise da curva ROC parece ser igualmente desafiadora e um pouco abstrata
guando comparada a matriz de confusao, que fornece uma medida direta do desempenho

dos modelos. Contudo, por uma rapida analise das curvas ROC apresentadas na Figura 28,
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podemos constatar que, como nos casos anteriores, os modelos InceptionV2+3DResnet e
DenseNet+GRU apresentam melhor desempenho, enquanto o modelo composto pelas
redes InceptionV3+LSTM apresentam o pior resultado. Os demais casos podem ser
avaliados considerando o valor AUC, que auxilia na distingdo entre os desempenhos dos

modelos intermediarios, ja que suas curvas ROC sdo visualmente muito préximas.

Finalmente, para avaliar a influéncia das bases de dados no desempenho dos
modelos, sdo exibidos os niveis de acurdcia para cara uma das bases utilizadas no

treinamento, assim como o valor obtido pelo teste na base conjunta (Figura 29).
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Figura 29 - Niveis de acuracia por base de dados.

Como podemos observar, pela andlise da Figura 29, os modelos baseados na
deteccdo por andlise de frame Unico apresentam o maior nivel de acuracia quanto

realizando predices a respeito da base de dados MesoNet. Modelos baseados na anélise de
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um conjunto de frames apresentam melhor desempenho na base de dados Celeb-DF — base
esta que resulta no segundo melhor desempenho entre os modelos de classificagdo por
frame Unico. De forma geral, os métodos ndo conseguiram uma boa generalizagédo para a

base de dados FaceForensics.

Cabe observar que ndo foi possivel utilizar a base referente & MesoNet para a
deteccdo por conjunto de frames. Por isso ela ndo aparece nos graficos referentes a tais

métodos de deteccéo.
3.3.7. Composicédo do Sistema de Deteccao Mdltipla

Visando compor um sistema de deteccdo multiplo, os modelos anteriormente
analisados foram comparados segundo seu nivel de acurécia/perda versus seu nimero de
parametros (Figuras 30 e 31). Por fim, foram compiladas também as acuracias obtidas a
partir da avaliagdo dos modelos (tanto o sistema de classificagdo mdultiplo, quanto seus
componentes individualmente) nos conjuntos de teste referentes a cada base de dados
(Figura 33).
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Figura 31 - Perda (Loss) versus Nimero de Parametros.

A interpretacdo dos graficos de Acurécia e Loss versus o Numero de Pardmetros é
ilustrada na Figura 32. Os quadrantes verdes correspondem as regides onde os melhores
modelos se encontram alocados, enquanto os quadrantes vermelhos correspondem aos
piores casos em cada um dos quesitos considerados. Isto €, no primeiro caso, os modelos
com melhor desempenho sdo aqueles com um numero pequeno de parametros e alta
acuracia. No segundo caso, continuam sendo desejados modelos com menos parametros e

também com as menores perdas.
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Figura 32 - Interpretacdo para as figuras 30 e 31. Fonte: autoria prépria.

Tendo por base as meétricas apresentadas, e as analises realizadas, foram
selecionados os trés modelos com o melhor desempenho, a saber: DenseNet+GRU,
MesoNet e EfficientNet. Contudo, o primeiro modelo apresentou problemas quando de sua
recuperagdo para uso em novas classificagbes. Dessa forma, foi escolhido o modelo
InceptionV2+3DResnet como seu substituto. A escolha foi baseada no desempenho deste
modelo nas andlises anteriores, e também na abordagem utilizada pelo mesmo, ja que é
muito semelhante ao modelo substituido. Desta forma, foi criado um sistema com, além da

diversidade de modelos, diversidade de estratégias.

As predigdes dos modelos foram combinadas de forma simples e direta, por um
sistema de voto em que a classe com mais votos, ou seja, mais predita, é a classe escolhida
como classificacdo final. Optou-se por um ndmero impar de modelos para que ndo
houvesse o problema do empate na classificagdo (nimero igual de votos para real e fake).

3.4. Resultados Obtidos

Os resultados obtidos pelo modelo de classificacdo séo apresentados na Figura 33.
Observa-se que o nivel de acurécia atingido pelo modelo conjunto (“ensemble” em amarelo
na Figura 33) ndo supera aquele do modelo com melhor desempenho entre os trés. Desta
forma, seria mais vantajoso utilizar apenas um dos modelos, aquele com os melhores

resultados.
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Figura 33 - Comparacao dos resultados obtidos pelo sistema de classificacdo em diferentes
bases de dados.

Como pudemos observar durante as analises anteriores, nenhum dos modelos
implementados obteve resultados comparaveis aos da referéncia definida para a base
FaceForensics (Figura 17), que sdo proximos aos 90%. Quando consideramos a referéncia
de desempenho para a base Celeb-DF (Tabela 3, dltima coluna), observamos que
obtivemos resultados muito superiores aos relatados, principalmente para 0os métodos
baseados na analise de janelas de frames, que atingiram até 91.8 de valor AUC (%) (Figura
28), contra 0s 65.5 relatados na referéncia. Com relagéo a referéncia para o DFDC (Figura
18), obtivemos resultados proximos a 0.5 ou superiores para o valor de loss (“perda” ou
“erro”) (Figura 26). Estes valores podem ser considerados distantes dos apresentados pela

melhor solucdo, j& que mesmo o modelo implementado que apresentou o melhor
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desempenho néo entraria no “top 5” da referéncia, que tem uma variagdo muito pequena

entre os valores alcangados pelo primeiro e quinto colocados.

Para os casos em que os modelos ndo apresentaram resultados satisfatorios, ha
algumas possiveis explicagdes. Primeiramente, conforme mencionado por (LI, 2020), os
dados presentes na maioria das bases referentes & deteccdo de deepfakes ndo condiz com
um cenério real de aplicacdo. Os autores alegam que artefatos como o0s presentes em
muitos dos videos fornecidos durante o DFDC sdo provenientes de manipulacdes mal
produzidas, e que sdo facilmente identificaveis. Quando voltamos nosso olhar as
manipulacdes que realmente circulam na internet e que podem oferecer algum tipo de
perigo, nos deparamos com falsificacdes quase indistinguiveis de seus pares reais. Desta
forma, a presenca de artefatos facilmente distinguiveis pode ter afetado a capacidade de

generalizacdo para imagens com falsificacdes de melhor qualidade.

Um segundo fator que pode influenciar no nivel de acerto dos modelos é a
compressdo dos dados, conforme discutido em ROSSLER et al. (2019).

Um terceiro fator é o fato de que a base de dados fornecida pelo DFDC continha
ndo s6 manipulacbes nos rostos, mas também na fala. Como este tipo de analise ndo foi

abordado pelo presente projeto, pode ser que tenha havido perdas relacionadas a este fato.

Finalmente, um UGltimo fator que pode ter afetado o desempenho das anélises
realizadas é referente aos recursos de desenvolvimento limitados. As equipes com
melhores desempenhos na competicdo do Facebook relataram até mesmo dias de
processamento em multiplas GPUs. E mesmo assim, conseguiram resultados proximos a
70% de precisdo (VINCENT, 2020).

Desta forma, € importante destacar que, apesar das limitacOes, os resultados
alcangados neste projeto também se situam proximos de 70% na base DFDC (Figura 33), e

a disponibilidade de melhores recursos poderia ter contribuido para a sua melhoria.

Uma ultima analise a ser feita € que os melhores resultados, disparadamente
(Figuras 27, 28 e 29), foram obtidos por métodos baseados na analise de um conjunto de

frames, mesmo com um conjunto de treinamento consideravelmente menor. Sendo assim,
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fica evidente a importancia da analise da coeréncia e caracteristicas temporais quando da

deteccdo de deepfakes.
3.5. Dificuldades e LimitacOes

As principais dificuldades encontradas no decorrer do projeto estdo relacionadas

principalmente a implementacéo e treinamento dos modelos de deteccéo.

Um primeiro fator a se considerar aqui € que a maioria dos trabalhos da area
apresentam apenas uma descricdo concisa da estrutura do modelo proposto, sem o cédigo
fonte associado ao mesmo. Quando o fazem, as implementacGes raramente sdo realizadas
com o uso do Tensorflow/Keras. Este processo de implementacao a partir de uma descrigédo
resumida ou mesmo a partir da traducdo de uma biblioteca para outra representou uma
grande dificuldade, ja que muitos trabalhos tratavam de conceitos e arquiteturas que nédo
eram familiares. Além disso, para realizar a traducgdo entre bibliotecas, foi necessario um
estudo dos codigos para compreender as funcionalidades e entdo realizar sua

implementacéo em Keras.

Um outro ponto a se destacar ainda dentro da implementacdo e execucgdo dos
modelos, é a ferramenta utilizada para tal. O Google Colab (ou Colaboratory) é uma
ferramenta extremamente poderosa e que facilita a implementacdo e execucdo em
Python/Tensorflow/Keras, fornecendo também o acesso a aceleracdo por GPUs. Contudo,
h&d um limite maximo de uso (GPU, CPU, Memoria). Quando tal limite € atingido, é
necessario aguardar um periodo até que 0s recursos estejam novamente disponiveis. Isto
representou também uma dificuldade no projeto, j& que sem o acesso a GPUs o

treinamento dos modelos leva um tempo extremamente elevado.

Um outro ponto é referente a manipulagdo das bases de dados. Por serem
compostas por imagens e videos, seu tamanho em disco ¢ elevado, atingindo facilmente a
ordem de GigaBytes. O pré-processamento foi todo realizado em uma méaquina propria e,
devido a limitagbes da mesma, no caso um notebook, o processo de extragéo das faces das

imagens, assim como organizagdo dos arquivos levou um tempo consideravel.
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Com relacéo ao estudo e compilacéo inicial dos trabalhos na area, apesar de ser um
tema atual, ha muito material a respeito do mesmo. A compilacdo dos principais resultados
e métodos mais promissores representou também uma dificuldade. Aqui, acredito que um
melhor planejamento e uma selecdo mais criteriosa dos trabalhos mais relevantes poderia
ter poupado um tempo consideravel. Soma-se a isto o fato de que, por este ser um tema
novo também para o autor, houve um momento de embasamento nos principais conceitos
da area, que consumiu um tempo acima do esperado. Por outro lado, obteve-se um grande

aprendizado estudando os diversos modelos e técnicas abordadas neste trabalho.

Uma limitacdo do método proposto é seu alto tempo de execugdo. Uma vez
selecionado um video, é necessario realizar a extracdo de seus frames e entdo das faces
presentes nos mesmos, para entdo realizar a classificacdo por meio do sistema multiplo.
Desta forma, pensando em um cenario real de aplicacdo, o0 método proposto teria de ser
utilizado de forma offline, ou seja, em aplicagdes que ndo exigem processamento em tempo

real.
3.6. Consideracg0Oes Finais

Neste capitulo foram apresentados todos os passos realizados durante o
desenvolvimento do projeto. Descreveu-se a etapa de pesquisa de modelos e bases
relacionadas a deteccdo de deepfakes, o pipeline de pré-processamento dos dados, a
estruturacdo do projeto e as estratégias de treinamento e avaliacdo de modelos empregadas.
Foi proposto um novo modelo de classificacdo multipla, composto pelos trés modelos com
melhores desempenhos individuais e foi avaliado o novo desempenho obtido. Finalmente,
foram discutidas as dificuldades encontradas no decorrer do projeto, assim como as
principais limitagbes do modelo proposto e do método adotado, apresentando também as
licdes aprendidas.

O capitulo seguinte, Gltimo deste trabalho, apresenta as conclusfes a respeito do
projeto, destacando suas contribui¢des e apresentando uma visdo a respeito do futuro das

pesquisas no tema abordado, assim como possibilidades de trabalhos futuros.
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CAPITULO 4: CONCLUSAO

4.1. Contribuicbes

O presente projeto deixa como principais contribui¢cbes um estudo introdutorio de
um tema extremamente recente e de extrema importancia, com possiveis impactos diretos
em nosso dia a dia. Além de serem apresentadas as técnicas de falsificagdo de faces em
imagens e videos, sdo introduzidos e implementados alguns dos métodos mais recentes de
deteccdo de tais manipulacdes. E realizada uma anélise de tais métodos segundo critérios
amplamente utilizados quando tratando de sistemas de classificacdo, sendo os com
melhores desempenhos reunidos em um sistema de classificacdo multipla. A anélise dos
resultados, que por um lado deixa evidente o qudo desafiador o tema da deteccdo de
falsificacbes ainda €, demonstra que a andlise de caracteristicas temporais é uma
abordagem promissora para futuros estudos na area. Finalmente, discute-se a respeito dos
principais fatores limitadores da pesquisa atual na area.

4.2. Trabalhos Futuros

Modelos de deteccdo de deepfakes baseados em deep learning, apesar de seu
grande poder, apresentam como principal limita¢do o fato de ser um modelo do tipo “caixa
preta”, o que torna dificil sua explicabilidade. Ou seja, o conhecimento adquirido durante o
treinamento do modelo fica armazenado na forma de pesos em suas conexdes; desta forma,
a interpretabilidade do conhecimento adquirido é dificil de ser realizada por seres
humanos. Sendo assim, uma preocupagao crescente no ramo de pesquisa em redes neurais

¢ quanto a questdo de sua interpretabilidade.

No caso de deteccdo de deepfakes, diversas pesquisas vém sendo feitas neste
sentido. AFCHAR et al. (2018) apresenta uma anélise baseada nos mapas de caracteristicas
obtidos em determinadas camadas convolucionais. NGUYEN et al. (2019) aborda a
guestdo implementando uma rede baseada em aprendizado multitarefas (do inglés, multi-
task learning), em que a saida é composta tanto pela classificacdo da imagem quanto por

sua segmentacdo, isto é, uma mascara com a localizacdo dos possiveis artefatos
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identificados. BONETTINI et al. (2020) segue a mesma linha, porém implementa um
mecanismo de atencdo para segmentar regides distintivas das imagens manipuladas. Por
fim, LI et al. (2019) propde um modelo que busca determinar o contorno da regido
manipulada, assumindo como premissa 0 processo de sobreposicdo que diversos

algoritmos de manipulagdo usam quando da falsifica¢do de rostos.

Sendo assim, uma possibilidade de extensdo do presente projeto é no sentido de

facilitar a interpretabilidade de seus resultados.

Uma outra possibilidade de trabalho futuro seria o estudo da influéncia da forma de
representacdo dos dados no desempenho da rede. AMERINI et al. (2019) apresenta uma
aplicacdo de fluxos dpticos no auxilio a deteccdo de falsificacGes. De forma semelhante,
ZHANG et al. (2019) discute a possibilidade do uso das representacdes das imagens no
dominio da frequéncia como forma de revelar artefatos introduzidos no processo de

sintetizacdo de deepfakes por meio de GANSs.

Por fim, como descrito na se¢do 3.5, uma das principais limitagdes do projeto diz
respeito ao tempo elevado de execucdo para cada deteccdo realizada. Assim, uma
possibilidade de extensdo do presente projeto € o estudo de novos métodos e novas
arquiteturas de rede na busca de melhoria da velocidade de processamento, como, por
exemplo, as redes YOLO (REDMON et al., 2016) e SSD (LIU et al., 2016), redes que

apresentam processamento extremamente répido.
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